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Motivation

Alexa, play Despacito

utterance

...

environment
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Motivation

Alexa, play Despacito

utterance

...

environment

actions

play(track=Despacito)
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Motivation

Alexa, play Despacito

utterance

...

environment

response

actions

play(track=Despacito)
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Motivation

sales in 2018 and 2019

natural language interface to database

[Hendrix et al., 1978 / Androutsopoulos et al., 1995 / Popescu et al., 2003 /  ...]
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Motivation

sales in 2018 and 2019

natural language interface to database

barack obama's wife

smart search engines

[Hendrix et al., 1978 / Androutsopoulos et al., 1995 / Popescu et al., 2003 /  ...]



Goal:  Extend the capability of these systems along two axes:

▸  

▸  
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Motivation
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Goal:  Extend the capability of these systems along two axes:

▸ Scope of the environment (breadth)

▸  

10

Motivation

...
How much is a Steak 
Burrito at Ray's Grill?



Goal:  Extend the capability of these systems along two axes:

▸ Scope of the environment (breadth)

▸  
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Motivation

?????

...
How much is a Steak 
Burrito at Ray's Grill?
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Motivation

Scope of the environment (breadth)

semantic parsing on 
databases

most virtual 
assistants

database / apps
limited schema

[Zelle + Mooney, 1996 / Zettlemoyer + Collins, 2007 / Liang et al., 2011 / ...]

...
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Motivation

Scope of the environment (breadth)

semantic parsing on 
databases

most virtual 
assistants

semantic parsing on 
knowledge bases

knowledge base
still limited schema

database / apps
limited schema

[Cai + Yates, 2013 / Berant et al., 2013 / Kwiatkowski et al., 2013 / Bordes et al., 2015 / ...]

...
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Motivation

Scope of the environment (breadth)

semantic parsing on 
databases

most virtual 
assistants

semantic parsing on 
knowledge bases

web pages
open schema

any texts
open schema

web search

question answering
on paragraphs

web scraping

knowledge base
still limited schema

database / apps
limited schema

[Robertson et al., 19xx / Hearst, 1992 / Richardson et al., 2013 / Rajpurkar et al., 2016 / ...]

...



Goal:  Extend the capability of these systems along two axes:

▸ Scope of the environment (breadth)

▸  

15

Motivation

?????

...
How much is a Steak 
Burrito at Ray's Grill?



Goal:  Extend the capability of these systems along two axes:

▸ Scope of the environment (breadth)

▸  
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Motivation

$8.50

How much is a Steak 
Burrito at Ray's Grill?



Goal:  Extend the capability of these systems along two axes:

▸ Scope of the environment (breadth)

▸ Task complexity (depth)
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Motivation

$8.50

How much is a Steak 
Burrito at Ray's Grill?



Goal:  Extend the capability of these systems along two axes:

▸ Scope of the environment (breadth)

▸ Task complexity (depth)

18

Motivation

What's the cheapest 
burrito with chicken?



Goal:  Extend the capability of these systems along two axes:

▸ Scope of the environment (breadth)

▸ Task complexity (depth)

19

Motivation

Step 1: Find burritos
Step 2: Filter for chicken
Step 3: Find the cheapest one

What's the cheapest 
burrito with chicken?



Goal:  Extend the capability of these systems along two axes:

▸ Scope of the environment (breadth)

▸ Task complexity (depth)

20

Motivation

Grilled Chicken Burrito 
($6.95)

Step 1: Find burritos
Step 2: Filter for chicken
Step 3: Find the cheapest one

What's the cheapest 
burrito with chicken?
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Motivation
Task Complexity (depth)

surface form 
matching

Find pages with 
"burrito"
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Motivation
Task Complexity (depth)

surface form 
matching

1-2 step 
reasoning

Find pages with 
"burrito"

How much is a 
steak burrito?
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Motivation
Task Complexity (depth)

surface form 
matching

1-2 step 
reasoning

multi-step 
reasoning

Find pages with 
"burrito"

How much is a 
steak burrito?

What's the 
cheapest burrito 

with chicken?
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Motivation
Task Complexity (depth)

Scope of the environment (breadth)

web searchweb scraping

question answering
on paragraphs
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Motivation
Task Complexity (depth)

semantic parsing on 
databases

most virtual 
assistants

semantic parsing on 
knowledge bases

Scope of the environment (breadth)

web searchweb scraping

question answering
on paragraphs



web pages

multi-step 
reasoning
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Motivation
Task Complexity (depth)

semantic parsing on 
databases

most virtual 
assistants

semantic parsing on 
knowledge bases

question answering
on paragraphs

Scope of the environment (breadth)

web searchweb scraping



web pages

multi-step 
reasoning

27

Motivation
Task Complexity (depth)

semantic parsing on 
databases

most virtual 
assistants

semantic parsing on 
knowledge bases

question answering
on paragraphs

Scope of the environment (breadth)

web searchweb scraping

(simple) interaction 
with web pages



28

Interacting with Web Pages

follow on facebook

interact with HTML elements 
based on the queries

[P., Allan Jiang, Evan Liu, Kelvin Guu, Percy Liang, 2018]
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Interacting with Web Pages

follow on facebook

interact with HTML elements 
based on the queries

[P., Allan Jiang, Evan Liu, Kelvin Guu, Percy Liang, 2018]
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Interacting with Web Pages

follow on facebook

interact with HTML elements 
based on the queries

[P., Allan Jiang, Evan Liu, Kelvin Guu, Percy Liang, 2018]

hiking trails in baltimore

extracting a list of entities 
from the web page

[P. and Liang, 2014]
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Interacting with Web Pages

follow on facebook

interact with HTML elements 
based on the queries

[P., Allan Jiang, Evan Liu, Kelvin Guu, Percy Liang, 2018]

hiking trails in baltimore

extracting a list of entities 
from the web page

[P. and Liang, 2014]



Structures such as tables have potential for complex reasoning!
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Interacting with Web Pages



Structures such as tables have potential for complex reasoning!
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Interacting with Web Pages

list of hedge funds in new york
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Motivation
Task Complexity (depth)

semantic parsing on 
databases

most virtual 
assistants

semantic parsing on 
knowledge bases

question answering
on paragraphs

Scope of the environment (breadth)

web searchweb scraping

(simple) interaction 
with web pages
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Motivation
Task Complexity (depth)

semantic parsing on 
databases

most virtual 
assistants

semantic parsing on 
knowledge bases

question answering
on paragraphs

Scope of the environment (breadth)

web searchweb scraping

(simple) interaction 
with web pages

answering complex 
questions on web tables



▸ Motivation

▸ Task:  Answering complex questions on web tables

▸ Approach:  Semantic parsing with distant supervision

▸ Improvement 1:  Make it faster

▸ Improvement 2:  Convert to direct supervision

36

Outline
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Piotr Kędzia
Competition record

[P. and Liang, 2015]



In what city did Piotr's last 1st place finish occur?
38

Piotr Kędzia
Competition record

[P. and Liang, 2015]



39

A new dataset of Wikipedia tables, complex questions, and answers

▸ 22K examples

▸ 2K tables

WikiTableQuestions Dataset

[P. and Liang, 2015]
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WikiTableQuestions Dataset

How long did it take 
this competitor to 

finish the 4x400 
meter relay at 

Universiade in 2005?

[P. and Liang, 2015]

Task Complexity (depth):
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WikiTableQuestions Dataset

Where was the 
competition held 

immediately before 
the one in Turkey?

How long did it take 
this competitor to 

finish the 4x400 
meter relay at 

Universiade in 2005?

[P. and Liang, 2015]

Task Complexity (depth):
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WikiTableQuestions Dataset

Where was the 
competition held 

immediately before 
the one in Turkey?

How many times has 
this competitor placed 

5th or better in 
competition?

How long did it take 
this competitor to 

finish the 4x400 
meter relay at 

Universiade in 2005?

[P. and Liang, 2015]

Task Complexity (depth):
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Scope of the environment (breadth):

▸ Diverse data types: 4K different column headers among 2K tables

WikiTableQuestions Dataset

[P. and Liang, 2015]
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Scope of the environment (breadth):

▸ Diverse data types: 4K different column headers among 2K tables

▸ Only ~20% can be answered by Freebase (a large knowledge base)

WikiTableQuestions Dataset

[P. and Liang, 2015]
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Scope of the environment (breadth):

▸ Diverse data types: 4K different column headers among 2K tables

▸ Only ~20% can be answered by Freebase (a large knowledge base)

We ensure that tables in the test set do not appear in the training data

▸ This tests the model's ability to generalize to unseen data schema

WikiTableQuestions Dataset

[P. and Liang, 2015]



▸ Motivation

▸ Task:  Answering complex questions on web tables

▸ Approach:  Semantic parsing with distant supervision

▸ Improvement 1:  Make it faster

▸ Improvement 2:  Convert to direct supervision

46

Outline



Semantic Parsing

Idea:  Parse the utterance into an executable logical form

47

Where did the last 1st place finish occur?

VenueOf.argmax(HasPosition.1st, Index)

Year Venue Position Time

2003 Finland 1st 47.12

2005 Germany 5th 46.62

2007 Thailand 1st 53.13

[Zelle + Mooney, 1996 / Zettlemoyer + Collins, 2007 / Liang et al., 2011 / Berant et al., 2013 / …]
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2007 Thailand 1st 53.13
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Semantic Parsing

Idea:  Parse the utterance into an executable logical form

49

Where did the last 1st place finish occur?

VenueOf.argmax(HasPosition.1st, Index)

Year Venue Position Time

2003 Finland 1st 47.12

2005 Germany 5th 46.62

2007 Thailand 1st 53.13
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Semantic Parsing

Idea:  Parse the utterance into an executable logical form

50

Where did the last 1st place finish occur?

VenueOf.argmax(HasPosition.1st, Index)

Year Venue Position Time

2003 Finland 1st 47.12

2005 Germany 5th 46.62

2007 Thailand 1st 53.13

[Zelle + Mooney, 1996 / Zettlemoyer + Collins, 2007 / Liang et al., 2011 / Berant et al., 2013 / …]



Semantic Parsing

Idea:  Parse the utterance into an executable logical form

51

Where did the last 1st place finish occur?

VenueOf.argmax(HasPosition.1st, Index)

Year Venue Position Time

2003 Finland 1st 47.12

2005 Germany 5th 46.62

2007 Thailand 1st 53.13

[Zelle + Mooney, 1996 / Zettlemoyer + Collins, 2007 / Liang et al., 2011 / Berant et al., 2013 / …]



Semantic Parsing

Idea:  Parse the utterance into an executable logical form

52

Where did the last 1st place finish occur?

VenueOf.argmax(HasPosition.1st, Index)

Year Venue Position Time

2003 Finland 1st 47.12

2005 Germany 5th 46.62

2007 Thailand 1st 53.13

"denotation"

[Zelle + Mooney, 1996 / Zettlemoyer + Collins, 2007 / Liang et al., 2011 / Berant et al., 2013 / …]
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Prediction

Where … ?

[Zelle + Mooney, 1996 / Zettlemoyer + Collins, 2007 / Liang et al., 2011 / Berant et al., 2013 / …]
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Prediction

Parser

Where … ? VenueOf ...

YearOf ...

count(...)

logical forms

[Zelle + Mooney, 1996 / Zettlemoyer + Collins, 2007 / Liang et al., 2011 / Berant et al., 2013 / …]
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Prediction

Where … ? VenueOf ...

YearOf ...

count(...)

Thailand

2007

2

Parser

logical forms denotations

[Zelle + Mooney, 1996 / Zettlemoyer + Collins, 2007 / Liang et al., 2011 / Berant et al., 2013 / …]
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Prediction

Scorer
parameter θ

Where … ? VenueOf ...

YearOf ...

count(...)

Thailand

2007

2

Parser

[Zelle + Mooney, 1996 / Zettlemoyer + Collins, 2007 / Liang et al., 2011 / Berant et al., 2013 / …]

logical forms denotations
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Prediction

Scorer
parameter θ

Where … ? VenueOf ...

YearOf ...

count(...)

Thailand

2007

2

3.5

4.3

1.1

Parser

scores

[Zelle + Mooney, 1996 / Zettlemoyer + Collins, 2007 / Liang et al., 2011 / Berant et al., 2013 / …]

logical forms denotations
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Learning from Denotations

Parser

Scorer
parameter θ

Where … ? VenueOf ...

YearOf ...

count(...)

Thailand

2007

2

3.5

4.3

1.1

Thailand

correct answer

[Clark et al., 2010 / Liang et al., 2011 / Berant et al., 2013 / …]

During training:
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Learning from Denotations

Parser

Scorer
parameter θ

Learner

Where … ? VenueOf ...

YearOf ...

count(...)

Thailand

2007

2

3.5

4.3

1.1

Thailand

correct answer

During training:

[Clark et al., 2010 / Liang et al., 2011 / Berant et al., 2013 / …]
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Learning from Denotations

Parser

Scorer
parameter θ

Learner

Where … ? VenueOf ...

YearOf ...

count(...)

Thailand

2007

2

3.5

4.3

1.1

Thailand

correct answer

During training:

[Clark et al., 2010 / Liang et al., 2011 / Berant et al., 2013 / …]
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Parser

Scorer
parameter θ

Learner

Where … ? VenueOf ...

YearOf ...

count(...)

Thailand

2007

2

3.5

4.3

1.1

Thailand

correct answer

Floating
Parser

[P. and Liang, 2015]

During training:
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Where did the last 1st place finish occur?

Parser

VenueOf.argmax(HasPosition.1st, Index)

The parser generates logical forms from the utterance and table

[P. and Liang, 2015]

Year Venue Position Time

2003 Finland 1st 47.12

2005 Germany 5th 46.62

2007 Thailand 1st 53.13
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Where did the last 1st place finish occur?

Parser

VenueOf.argmax(HasPosition.1st, Index)

The parser generates logical forms from the utterance and table

[P. and Liang, 2015]

Year Venue Position Time

2003 Finland 1st 47.12

2005 Germany 5th 46.62

2007 Thailand 1st 53.13phrase → Cells

deduction rule
1st

Cells

category
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Where did the last 1st place finish occur?

Parser

VenueOf.argmax(HasPosition.1st, Index)

The parser generates logical forms from the utterance and table

[P. and Liang, 2015]

Year Venue Position Time

2003 Finland 1st 47.12

2005 Germany 5th 46.62

2007 Thailand 1st 53.13

1st

Cells

Position

Col
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Where did the last 1st place finish occur?

Parser

VenueOf.argmax(HasPosition.1st, Index)

The parser generates logical forms from the utterance and table

[P. and Liang, 2015]

1st

Cells

Position

Col
Cells Col   Rows
a + b →  Hasb.a

Rows

Year Venue Position Time

2003 Finland 1st 47.12

2005 Germany 5th 46.62

2007 Thailand 1st 53.13
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Where did the last 1st place finish occur?

Parser

VenueOf.argmax(HasPosition.1st, Index)

The parser generates logical forms from the utterance and table

[P. and Liang, 2015]

1st Position

?????

Year Venue Position Time

2003 Finland 1st 47.12

2005 Germany 5th 46.62

2007 Thailand 1st 53.13

Venue

?????



Year Venue Position Time

2003 Finland 1st 47.12

2005 Germany 5th 46.62

2007 Thailand 1st 53.13

67

Where did the last 1st place finish occur?

Floating Parser

VenueOf.argmax(HasPosition.1st, Index)

Allows LF parts to be generated from other sources than the utterance

[P. and Liang, 2015]

1st Position

Index
Time

Venue
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Where did the last 1st place finish occur?

Floating Parser

VenueOf.argmax(HasPosition.1st, Index)

Allows LF parts to be generated from other sources than the utterance

The scorer is responsible for capturing the relationship between

"Venue" and words in the utterance

[P. and Liang, 2015]

1st Position

Year Venue Position Time

2003 Finland 1st 47.12

2005 Germany 5th 46.62

2007 Thailand 1st 53.13

Index
Time

Venue



Most neural decoders today generate tokens in a floating fashion

(with a soft guidance from attention)

69

Floating Parser

it is sunny today BOS

attention

今

...

今 .. .. ..

... ...



Results

70

Test Accuracy

Tiny rule set
(cell lookup + counting)

24.3

Small rule set
(sum, argmax, next/prev row, subtraction, etc.)

37.1

Large rule set
(fuzzy string matching, advanced argmax, etc.)

42.7

[P. and Liang, 2015]



Results

71

Test Accuracy

Tiny rule set
(cell lookup + counting)

24.3

Small rule set
(sum, argmax, next/prev row, subtraction, etc.)

37.1

Large rule set
(fuzzy string matching, advanced argmax, etc.)

42.7

Upper bound
(Ice writes a logical form)

(84.0)

[P. and Liang, 2015]



Results

72

Test Accuracy Runtime

Tiny rule set
(cell lookup + counting)

24.3

Small rule set
(sum, argmax, next/prev row, subtraction, etc.)

37.1 ~ 4 hours

Large rule set
(fuzzy string matching, advanced argmax, etc.)

42.7 ~ 11 hours

Upper bound
(Ice writes a logical form)

(84.0)

[P. and Liang, 2015]

Slow runtime prevents us from increasing coverage!



▸ Motivation

▸ Task:  Answering complex questions on web tables

▸ Approach:  Semantic parsing with distant supervision

▸ Improvement 1:  Make it faster

▸ Improvement 2:  Convert to direct supervision

73

Outline



For each training example:

Using macros to make search faster

74

Who took office right after Uriah Forrest?

[Yuchen Zhang, P. and Liang, 2017]



For each training example:

▸ Fetch previously processed examples with similar utterances
(Levenshtein distance)

Using macros to make search faster

75

Who ranked right after Turkey?

Who took office right after Uriah Forrest?

NationOf.NextOf.HasNation.Turkey

[Yuchen Zhang, P. and Liang, 2017]



For each training example:

▸ Fetch previously processed examples with similar utterances
(Levenshtein distance)

Using macros to make search faster

76

Who took office right after Uriah Forrest?

NationOf.NextOf.HasNation.Turkey

[Yuchen Zhang, P. and Liang, 2017]

Column Column Cell

macro



For each training example:

▸ Fetch previously processed examples with similar utterances

▸ During search, try creating logical forms from macros found in those 
examples first

Using macros to make search faster

77

Who took office right after Uriah Forrest?

NationOf.NextOf.HasNation.Turkey

[Yuchen Zhang, P. and Liang, 2017]

Column Column Cell

NameOf.NextOf.HasName.UriahForrest

BossOf.NextOf.HasBoss.UriahForrest

macro



Using macros to make search faster

Dev 
Accuracy

Time (ms/example)

Train Predict

Large rule set 40.6 1117 1150

+ Macros 40.4 99 70

78
[Yuchen Zhang, P. and Liang, 2017]

11× speedup! 16× speedup!



Using macros to make search faster
Test  Acc. +Ensemble

Small rule set 37.1 -

Neural Programmer
(Neelakantan et al., 2016)

34.2 37.7

Neural Multi-Step Reasoning
(Haug et al., 2017)

34.8 38.7

Large rule set 42.7 -

+ Macros 43.7 -

Upper bound
(Ice writes a logical form)

(84.0) -

79
[Yuchen Zhang, P. and Liang, 2017]



▸ Motivation

▸ Task:  Answering complex questions on web tables

▸ Approach:  Semantic parsing with distant supervision

▸ Improvement 1:  Make it faster

▸ Improvement 2:  Convert to direct supervision
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Outline



81

Learning from Denotations

Where … ? VenueOf ...

YearOf ...

count(...)

Thailand

2007

2

Parser

Thailand

correct answer

During training:
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Learning from Denotations

Scorer
parameter θ

Where … ? VenueOf ...

YearOf ...

count(...)

Thailand

2007

2

3.5

4.3

1.1

Parser

Thailand

correct answer

During training:
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Learning from Denotations

Parser

Scorer
parameter θ

Learner

Where … ? VenueOf ...

YearOf ...

count(...)

Thailand

2007

2

3.5

4.3

1.1

Thailand

correct answer

During training:



Pros:

▸ Collecting answers is easier than collecting LFs for each question

▸ The dataset is not tied to a specific LF formalism

84

Learning from Denotations



Pros:

▸ Collecting answers is easier than collecting LFs for each question

▸ The dataset is not tied to a specific LF formalism

Cons:

▸ Need to do search (both at training and test time)

▹ Slow (macros helped a bit)

▹ Two more problems during training: ...

85

Learning from Denotations



86

Search is Hard

Scorer
parameter θ

Where … ? VenueOf ...

YearOf ...

count(...)

Thailand

2007

2

3.5

4.3

1.1

Parser
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Search is Hard

Scorer
parameter θ

Where … ? VenueOf ...

YearOf ...

count(...)

Thailand

2007

2

3.5

4.3

1.1

Parser

Parser uses beam search to make search tractible

▸ For each parsing state, only keep up to B = 100 highest-scoring 

partial LFs and discard the rest
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Search is Hard

Scorer
parameter θ

Where … ? VenueOf ...

YearOf ...

count(...)

Thailand

2007

2

4.3

1.1

Parser
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Search is Hard

Scorer
parameter θ

Learner

Where … ? VenueOf ...

YearOf ...

count(...)

Thailand

2007

2

4.3

1.1

Thailand

correct answer

Parser

Problem 1:

If the parser cannot find a consistent LF
(consistent: denotation matches the correct answer)

→ cannot learn



Search is Hard

Some LFs are spurious (right for wrong reasons)

90

Where did the last 1st place finish occur?

VenueOf.argmax(HasPosition.1st, Index)

Year Venue Position Time

2003 Finland 1st 47.12

2005 Germany 5th 46.62

2007 Thailand 1st 53.13



Search is Hard

Some LFs are spurious (right for wrong reasons)

91

Where did the last 1st place finish occur?

VenueOf.argmax(HasPosition.1st, Time)

Year Venue Position Time

2003 Finland 1st 47.12

2005 Germany 5th 46.62

2007 Thailand 1st 53.13
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Search is Hard

Scorer
parameter θ

Learner

Where … ?

YearOf ...

count(...)

2007

2

4.3

1.1

Thailand

correct answer

Parser

Problem 2:

Parser finds spurious LFs

→ bad parameter updates

…, Time) Thailand 3.5



Pros:

▸ Collecting answers is easier than collecting LFs for each question

▸ The dataset is not tied to a specific LF formalism

Cons:

▸ Need to do search
▹ Slow

▹ Cannot find consistent LFs → cannot learn

▹ Find spurious LFs → bad updates

93

Learning from Denotations



Let's avoid search during training altogether!

94

Offline search

[P. and Liang, 2016]



Let's avoid search during training altogether!

▸ For each training example (utterance, table, answer), augment it with 

LFs

▹  

▹  

▸ Use (utterance, table, LFs) for supervised training

95

Offline search

[P. and Liang, 2016]



Let's avoid search during training altogether!

▸ For each training example (utterance, table, answer), augment it with 

LFs

▹  

▹

▸ Use (utterance, table, LFs) for supervised training
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Offline search

[P. and Liang, 2016]



Let's avoid search during training altogether!

▸ For each training example (utterance, table, answer), augment it with 

LFs

▹ Enumerate all LFs consistent with the correct answer
▹

▸ Use (utterance, table, LFs) for supervised training

97

Offline search

all logical forms

consistent

[P. and Liang, 2016]



Let's avoid search during training altogether!

▸ For each training example (utterance, table, answer), augment it with 

LFs

▹ Enumerate all LFs consistent with the correct answer

▹

▸ Use (utterance, table, LFs) for supervised training

98

Offline search

all logical forms

semantically correct

spurious
(right for wrong reasons)

[P. and Liang, 2016]



Let's avoid search during training altogether!

▸ For each training example (utterance, table, answer), augment it with 

semantically correct LFs

▹ Enumerate all LFs consistent with the correct answer

▹ Filter out spurious LFs

▸ Use (utterance, table, LFs) for supervised training

99

Offline search

all logical forms

semantically correct

[P. and Liang, 2016]



Let's avoid search during training altogether!

▸ For each training example (utterance, table, answer), augment it with 

semantically correct LFs

▹ Enumerate all LFs consistent with the correct answer

▹ Filter out spurious LFs

▸ Use (utterance, table, LFs) for supervised training

100

Offline search

all logical forms

consistent

[P. and Liang, 2016]



Beam search controls the search space, but can discard crucial LF parts 

→ low coverage!

If we have access to the correct answer, is there a better way to control 

the search space?

101

Enumerating consistent LFs

[P. and Liang, 2016]
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Dynamic Programming on Denotations

Year Venue Position Time

2003 Finland 1st 47.12

2005 Germany 5th 46.62

2007 Thailand 1st 53.13

[P. and Liang, 2016]



Dynamic Programming on Denotations

103

Year Venue Position Time

2003 Finland 1st 47.12

2005 Germany 5th 46.62

2007 Thailand 1st 53.13

HasVenue.Germany

HasPosition.5th

HasIndex.2

r
2

[P. and Liang, 2016]



Dynamic Programming on Denotations

TimeOf.
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Year Venue Position Time

2003 Finland 1st 47.12

2005 Germany 5th 46.62

2007 Thailand 1st 53.13

TimeOf.

TimeOf.

HasVenue.Germany

HasPosition.5th

HasIndex.2

[P. and Liang, 2016]



Phase 1:  Group LFs with the same denotation together during search

Dynamic Programming on Denotations

TimeOf.
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{r
2

}

Year Venue Position Time

2003 Finland 1st 47.12

2005 Germany 5th 46.62

2007 Thailand 1st 53.13

[P. and Liang, 2016]



Phase 1:  Group LFs with the same denotation together during search

Dynamic Programming on Denotations
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{r
2

}

46.62

Time
[P. and Liang, 2016]

TimeOf. {r
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Phase 1:  Group LFs with the same denotation together during search

Dynamic Programming on Denotations
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Thailand

{r
2

}

Germany 46.62

Time
[P. and Liang, 2016]



Phase 1:  Group LFs with the same denotation together during search

▸ Remove paths that do not give the correct answer

46.62

Time

Dynamic Programming on Denotations
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Thailand

{r
2

}

Germany

153,000 → 2,000 cells  

(99% reduction!)

[P. and Liang, 2016]



Phase 2:  Search over LFs, but only on the paths found in Phase 1

Dynamic Programming on Denotations

109
[P. and Liang, 2016]



Testing coverage:

▸ Annotate each example with a semantically correct LF

▸ Test whether the algorithm can generate the annotated LF

Results

consistent

110
[P. and Liang, 2016]

Note: Maximum success rate = 84.0% (% of examples with annotated LFs)



Testing coverage:

▸ Annotate each example with a semantically correct LF

▸ Test whether the algorithm can generate the annotated LF

Results

consistent

beam
search
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Success rate: 53.7%

[P. and Liang, 2016]

Note: Maximum success rate = 84.0% (% of examples with annotated LFs)



Testing coverage:

▸ Annotate each example with a semantically correct LF

▸ Test whether the algorithm can generate the annotated LF

Results

consistent

beam
search

112
[P. and Liang, 2016]

Success rate: 53.7%

Note: Maximum success rate = 84.0% (% of examples with annotated LFs)



Testing coverage:

▸ Annotate each example with a semantically correct LF

▸ Test whether the algorithm can generate the annotated LF

Results

consistent

beam
search

consistentDPD
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Success rate: 76.0%

Note: Maximum success rate = 84.0% (% of examples with annotated LFs)

[P. and Liang, 2016]

Success rate: 53.7%



Let's avoid search during training altogether!

▸ For each training example (utterance, table, answer), augment it with 

semantically correct LFs

▹ Enumerate all LFs consistent with the correct answer

▹ Filter out spurious LFs

▸ Use (utterance, table, LFs) for supervised training

114

Offline search

all logical forms

consistent

[P. and Liang, 2016]



Let's avoid search during training altogether!

▸ For each training example (utterance, table, answer), augment it with 

semantically correct LFs

▹ Enumerate all LFs consistent with the correct answer

▹ Filter out spurious LFs

▸ Use (utterance, table, LFs) for supervised training
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Offline search

all logical forms

semantically correct

spurious
(right for wrong reasons)

[P. and Liang, 2016]



Let's avoid search during training altogether!

▸ For each training example (utterance, table, answer), augment it with 

semantically correct LFs

▹ Enumerate all LFs consistent with the correct answer

▹ Filter out spurious LFs

▸ Use (utterance, table, LFs) for supervised training

116

Offline search

all logical forms

[P. and Liang, 2016]

semantically correct

spurious
(right for wrong reasons)



Filtering out Spurious LFs
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Where did the last 1st place finish occur?Year Venue Position Time

2003 Finland 1st 47.12

2005 Germany 5th 46.62

2007 Thailand 1st 53.13

Human

Correct LF

Spurious LF

Thailand

Thailand

Thailand

[P. and Liang, 2016]



Filtering out Spurious LFs
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Where did the last 1st place finish occur?Year Venue Position Time

2003 Germany 1st 53.13

2005 Finland 1st 47.12

2007 Thailand 5th 46.62

Human

Correct LF

Spurious LF

Finland

Finland

GermanyRandomize cells in each column

[P. and Liang, 2016]



Original Table

LF 1 Thailand

LF 2 Thailand

LF 3 Thailand

LF 4 Thailand

LF 5 Thailand

Human Thailand

119

Fictitious Tables

Generate fictitious tables and execute the logical forms on them

[P. and Liang, 2016]



Original Table Fictitious Table 1

LF 1 Thailand Finland

LF 2 Thailand Thailand

LF 3 Thailand Finland

LF 4 Thailand Finland

LF 5 Thailand Germany

Human Thailand Finland
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Fictitious Tables

Generate fictitious tables and execute the logical forms on them

[P. and Liang, 2016]



Original Table Fictitious Table 1

LF 1 Thailand Finland

LF 2 Thailand Thailand

LF 3 Thailand Finland

LF 4 Thailand Finland

LF 5 Thailand Germany

Human Thailand Finland
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Fictitious Tables

Generate fictitious tables and execute the logical forms on them

[P. and Liang, 2016]



Original Table Fictitious Table 1 Fictitious Table 2

LF 1 Thailand Finland Germany

LF 2 Thailand Thailand Germany

LF 3 Thailand Finland Thailand

LF 4 Thailand Finland Germany

LF 5 Thailand Germany Finland

Human Thailand Finland Germany
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Fictitious Tables

Generate fictitious tables and execute the logical forms on them

We also propose a way to select the most informative fictitious tables

[P. and Liang, 2016]



Fictitious Tables

Results:

▸ Accidentally pruned correct LFs in 20% of the examples

▹ because randomizing cells can create nonsensical tables

▸ But for the remaining examples, pruned out 92.1% of spurious LFs

123
[P. and Liang, 2016]



Fictitious Tables

Relax assumption:  Only filter LFs disagreeing with humans > once

▸ Accidentally pruned correct LFs in 20% of the examples

▹ because randomizing cells can create nonsensical tables

▸ But for the remaining examples, pruned out 92.1% of spurious LFs

124

3%

78%

[P. and Liang, 2016]



Let's avoid search during training altogether!

▸ For each training example (utterance, table, answer), augment it with 

semantically correct LFs

▹ Enumerate all LFs consistent with the correct answer

▹ Filter out spurious LFs

▸ Use (utterance, table, LFs) for supervised training

125

Offline search

all logical forms

semantically correct

[P. and Liang, 2016]



Let's avoid search during training altogether!

▸ For each training example (utterance, table, answer), augment it with 

semantically correct LFs

▹ Enumerate all LFs consistent with the correct answer

▹ Filter out spurious LFs

▸ Use (utterance, table, LFs) for supervised training
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Offline search

all logical forms

semantically correct

[P. and Liang, 2016]



Using macros to make search faster
Test  Acc. +Ensemble

Small rule set 37.1 -

Neural Programmer
(Neelakantan et al., 2016)

34.2 37.7

Neural Multi-Step Reasoning
(Haug et al., 2017)

34.8 38.7

Large rule set 42.7 -

+ Macros 43.7 -

127

Krishnamurthy et al., 2017 uses 100 shortest LFs we generated to train a 

neural parser (top-down tree generation)



Using macros to make search faster
Test  Acc. +Ensemble

Small rule set 37.1 -

Neural Programmer
(Neelakantan et al., 2016)

34.2 37.7

Neural Multi-Step Reasoning
(Haug et al., 2017)

34.8 38.7

Large rule set 42.7 -

+ Macros 43.7 -

Neural Parser trained on consistent LFs
(DPD; no filtering)

36.3
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Krishnamurthy et al., 2017 uses 100 shortest LFs we generated to train a 

neural parser (top-down tree generation)

[Mudrakarta et al., 2018]



Using macros to make search faster
Test  Acc. +Ensemble

Small rule set 37.1 -

Neural Programmer
(Neelakantan et al., 2016)

34.2 37.7

Neural Multi-Step Reasoning
(Haug et al., 2017)

34.8 38.7

Large rule set 42.7 -

+ Macros 43.7 -

Neural Parser trained on consistent LFs
(DPD; no filtering)

36.3

Neural Parser trained on correct LFs
(DPD + filtering)

43.3 45.9

129

Krishnamurthy et al., 2017 uses 100 shortest LFs we generated to train a 

neural parser (top-down tree generation)
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Summary
Task Complexity (depth)

Scope of the environment (breadth)

web pages any textsknowledge basedatabase / apps

...
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Summary
Task Complexity (depth)

Scope of the environment (breadth)

surface form 
matching

1-2 step 
reasoning

multi-step 
reasoning

What's the 
cheapest burrito 

with chicken?

Find pages with 
"burrito"

How much is a 
steak burrito?
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Summary
Task Complexity (depth)

semantic parsing on 
databases

most virtual 
assistants

semantic parsing on 
knowledge bases

question answering
on paragraphs

Scope of the environment (breadth)

web searchweb scraping

(simple) interaction 
with web pages

answering complex 
questions on web tables
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Future Directions
Task Complexity (depth)

Scope of the environment (breadth)

answering complex 
questions on web tables
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Future Directions
Task Complexity (depth)

Scope of the environment (breadth)

answering complex 
questions on web tables

▸ Learn implicit columns
("What is ….?" → which column?)

▸ Detect if the question cannot 

be answered by the table

▸ More complex reasoning
(e.g., "consecutive")

▸ Better table understanding

(╯°□°)╯︵ ┻━┻

▸ ...

[WikiSQL (Zhong et al., 2017) / SQUAD 2.0 (Rajpurkar et al., 2018) / Dong and Lapata, 2018 / ...]
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Future Directions
Task Complexity (depth)

Scope of the environment (breadth)

multi-step web 
interaction

answering complex 
questions on web tables

[PLOW (Allen et al., 2007) / Branavan et al., 2010 / World of Bits (Shi et al., 2017 / Liu et al., 2018 / Gur et al., 2019) / ...]

io n
s



Future Directionsio n
s
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Task Complexity (depth)

Scope of the environment (breadth)

combine information 
from multiple sources

multi-step web 
interaction

answering complex 
questions on web tables

gas station near Jack's office

which Jack? office? gas station?

[QALD shared tasks / Spider (Yu et al., 2018) / HotpotQA (Yang et al., 2018) / DROP (Dua et al., 2019) / ...]
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Thank you!


